
 

 

 

Journal of Nonlinear Analysis and Optimization  

Vol. 15, Issue. 2 :  2024  

ISSN : 1906-9685 
 

 

SYBIL-BASED COLLUSION ATTACKS OF IIOT DATA POISONING IN 

FEDERATED LEARNING 
1
Dr. P. BHASKAR NAIDU, 

2
K. JAYA KRISHNA, 

3
SHAIK AMEER JOHNY 

1
 Professor, Department of Master of Computer Applications, QIS College of Engineering & 

Technology, Ongole, Andhra Pradesh, India 

2
Associate Professor, Department of Master of Computer Applications, QIS College of 

Engineering & Technology, Ongole, Andhra Pradesh, India 

3
PG Scholar, Department of Master of Computer Applications, QIS College of Engineering & 

Technology, Ongole, Andhra Pradesh, India 

 

ABSTRACT 

As the Industrial Internet of Things (IIoT) 

continues to proliferate, federated learning 

has emerged as a promising approach to 

train machine learning models 

collaboratively across distributed IIoT 

devices while preserving data privacy. 

However, this distributed paradigm 

introduces new security challenges, 

particularly regarding the integrity of the 

federated learning process. In this paper, we 

investigate a novel threat known as Sybil-

based Collusion Attacks (SCA), targeting 

IIoT environments employing federated 

learning. SCA involves adversaries 

deploying Sybil nodes to inject poisoned 

data into the federated learning system, 

aiming to subvert the learning process and 

compromise model integrity. We provide a 

comprehensive analysis of SCA, including 

its potential impact on model  

 

 

accuracy and security, and propose 

strategies for detection and mitigation. By 

understanding the dynamics of SCA and 

developing robust defense mechanisms, we 

aim to enhance the security and reliability of 

federated learning systems deployed in IIoT 

environments.  

Index : iiot, federated learning, machine 

learning model, security challenges. 

I.INTRODUCTION 
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The Internet of Things (IoT) has 

revolutionized various industries, and the 

Industrial IoT (IIoT) plays a crucial role in 

smart factories, autonomous systems, and 

other industrial applications. These systems 

generate massive amounts of data from 

sensors and devices, creating valuable 

insights for process optimization, predictive 

maintenance, and more. Federated Learning 

(FL) emerges as a promising approach for 

training machine learning models on this 

distributed IIoT data. Here's the key 

conceptData Privacy: FL allows training 

models collaboratively without sharing the 

raw data itself. Each device trains a local 

model on its own data and shares only the 

model updates with a central server. 

However, FL introduces security 

vulnerabilities, particularly regarding data 

poisoning attacks. In these attacks, 

malicious actors aim to manipulate the 

training process by injecting poisoned 

updates, leading the model to learn incorrect 

patterns and deliver inaccurate results. This 

introduction focuses on a specific type of 

data poisoning attack: Sybil-based Collusion 

Attacks: 

Sybil Attack: A malicious actor creates fake 

identities (Sybil nodes) to appear as multiple 

legitimate devices. Collusion: These Sybil 

nodes collaborate to manipulate the model 

updates sent to the central server. This type 

of attack is particularly dangerous in IIoT 

settings because: Large Number of Devices: 

IIoT systems often involve numerous 

devices, making it easier for  attackers to 

hide among legitimate participants. Limited 

Resources: Individual devices in IIoT 

systems might have limited processing 

power or security measures, making them 

more vulnerable to compromise. The 

following sections will delve deeper into the 

details of these Sybil-based collusion 

attacks, their impact on FL models, and 

potential defense mechanisms to mitigate 

them. This introduction focuses on a specific 

type of data poisoning attack: Sybil-based 

Collusion Attacks. SCA involves 

adversaries deploying Sybil nodes data 

poisoning attack: Sybil-based Collusion 

Attacks 

II.SYSTEM ARCHTICTURE 

 

Fig:Design Archticture 

III.METHODOLOGY 
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Data collection: The sensors on the 

autonomous vehicles collect data about their 

surroundings and performance. This data 

could include things like the vehicle's 

position, speed, and the readings from its 

LiDAR and camera sensors. 

Data transmission: The collected data is 

transmitted from the vehicles to the central 

server. This could be done over a cellular 

network or some other type of wireless 

connection. 

 Data processing: The central server 

processes the data from the vehicles. This 

could involve tasks such as filtering This 

introduction focuses on a specific type of 

data poisoning attack: Sybil-based Collusion 

Attacks: These are just a few potential areas 

for future research. The ongoing arms race 

between attackers and defenders will likely 

lead to more sophisticated SCA attacks and 

more robust defense mechanisms in 

federated learning systems. This 

introduction focuses on a specific type of 

data poisoning attack: Sybil-based Collusion 

Attacks: The sensors on the autonomous 

vehicles collect data about their 

surroundings and performance. This data 

could include things like the vehicle's 

position, speed, and the readings from its 

LiDAR and camera sensors. 

trustworthiness of the trained models. To 

mitigate this threat, robust defense 

mechanisms and detection strategies must be 

developed to identify and neutralize Sybil 

nodes and mitigate the impact of data 

poisoning attacks. Moving forward, 

continued research and innovation are 

essential for advancing the state-of-the-art in 

IIoT security and federated learning 

resilience. Future efforts should focus on the 

development of advanced detection 

algorithms, leveraging techniques such as 

machine learning, anomaly detection, and 

blockchain- based authentication to enhance 

the security posture of federated learning 

IV.ALGORITHM 
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1.Random Forest  

Random forests or random decision forests 

are an ensemble learning method for 

classification, regression and other tasks that 

operates by constructing a multitude of 

decision trees at training time. For 

classification tasks, the output of the random 

forest is the class selected by most trees. For 

regression tasks, the mean or average 

prediction of the individual trees is returned. 

Random decision forests correct for decision 

trees' habit of overfitting to their training set. 

Random forests generally outperform 

decision trees, but their accuracy is lower 

than gradient boosted trees. However, data 

characteristics can affect their performens  

2.SVM  

In classification tasks a discriminant 

machine learning technique aims at finding, 

based on an independent and identically 

distributed (iid) training dataset, a 

discriminant function that can correctly 

predict labels for newly acquired instances. 

Unlike generative machine learning 

approaches, which require computations of 

conditional probability distributions, a 

discriminant classification function takes a 

data point x and assigns it to one of the 

different classes that are a part of the 

classification task. Less powerful than 
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generative approaches, which are mostly 

used when prediction involves outlier 

detection, discriminant approaches require 

fewer computational resources and less 

training data, especially for a 

multidimensional feature space and when 

only posterior probabilities are needed. 

machine learning technique aims at finding, 

based on an independent and identically 

distributed (iid) training dataset, a 

discriminant function that can correctly 

predict labels for newly acquired instances. 

NAIVES BAYES  

 

LOGISTIC REGRESSION 

 

V.RESULT 

 

Fig1: Data Sets Accuracy In Bar Chart

 

Fig2: Dataset Accuracy Result 

 
 

Fig3: View Attack Detection Ratio Result 

Fig4:View Attack States in Pie Chart 
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Fig5:Trained and Tested Dataset -Accuracy 

Result 

VI.CONCLUSION 

In conclusion, addressing the threat of Sybil-

based Collusion Attacks (SCA) targeting 

Industrial Internet of Things (IIoT) data 

poisoning in federated learning is paramount 

for ensuring the security and reliability of 

IIoT systems. Throughout this study, we 

have highlighted the significance of SCA as 

a potential vulnerability in federated 

learning environments, where distributed 

IIoT devices collaborate to  train machine 

learning models. By exploiting the 

collaborative nature of federated learning, 

adversaries can inject poisoned data into the 

training process, compromising the integrity 

and trustworthiness of the trained models. 

To mitigate this threat, robust defense 

mechanisms and detection strategies must be 

developed to identify and neutralize Sybil 

nodes and mitigate the impact of data 

poisoning attacks. Moving forward, 

continued research and innovation are 

essential for advancing the state-of-the-art in 

IIoT security and federated learning 

resilience. Future efforts should focus on the 

development of advanced detection 

algorithms, leveraging techniques such as 

machine learning, anomaly detection, and 

blockchain- based authentication to enhance 

the security posture of federated learning 

systems. Additionally, collaboration among 

industry stakeholders, academia, and 

regulatory bodies is crucial for establishing 

industry-wide standards and best practices 

for securing IIoT environments against SCA 

and data poisoning attacks. By fostering a 

collaborative and interdisciplinary approach, 

we can strengthen the security and resilience 

of IIoT systems, enabling the widespread 

adoption of federated learning for data-

driven decision-making in industrial settings 

while safeguarding against emerging threats.  

VII.FUTURE ENHANCEMENT 

Here are some potential future 

enhancements for Sybil-based Collusion 

Attacks (SCA) of IIoT  Data Poisoning in 

Federated Learning (FL): 

1. Evasion of Detection Mechanisms: 

Current SCA attacks focus on maximizing 

influence during aggregation. Future 

enhancements  could involve techniques to 

evade detection mechanisms like 

contribution weighting or anomaly detection 

in FL. This could involve strategies like 

crafting attacks that appear statistically 

normal or mimicking honest participant 

behavior. 

2. Multi-target Attacks: Existing SCA 

research primarily focuses on manipulating 
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the model for a specific target class. Future 

attacks could involve compromising 

multiple classes simultaneously or causing 

more sophisticated misclassifications. 

3. Distributed Sybil Nodes Currently, Sybil 

nodes are likely centralized for efficiency. 

Future attacks could leverage geographically 

distributed Sybil nodes across the network to 

make detection even harder. This would 

make it difficult to identify a single source 

of malicious influence. 

4. Integration with Other Attacks: SCA 

could be combined with other attacks like 

data leakage or eavesdropping to create a 

more  comprehensive assault on the FL 

system. This would make it harder to isolate 

the root cause of the issue. 

5. Leveraging Advancements in AI: Future 

attackers could leverage advancements in AI 

to automate Sybil account creation, data 

manipulation for poisoning, and even real-

time adaptation to counter evolving 

detection methods. Additionally, research on 

defense mechanisms against SCA can also 

be pursued. This could involve: Sybil Node 

Identification: Techniques to identify and 

isolate Sybil nodes based on behavioral 

patterns or resource usageData Validation 

and Aggregation Methods: Schemes to 

validate the integrity of contributed data and 

improve robustness during aggregation to 

reduce the impact of malicious updates. 

Incentive Mechanisms: Reward systems that 

encourage honest participation and 

disincentivize malicious behavior. 

These are just a few potential areas for 

future research. The ongoing arms race 

between attackers  and defenders will likely 

lead to more sophisticated SCA attacks and 

more robust defense mechanisms in 

federated learning systems. 
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